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Looking back
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• Discovery in 1965 – Bill Dent (U Michigan)  
Kellermann & Pauliny-Toth ARAA1968 

• Short timescales imply small sizes 
• High brightness temperatures 
• Relativistic expansion (Rees) 
• VLBI and discovery of superluminal motion 
• Relativistic jets and beaming

• Long term monitoring programs:
especially Aller & Aller (University of Michigan)



The OVRO 15 GHz program
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• Motivated to support Fermi LAT 
• Enabled by availability of 40m telescope: modest costs 
• Started in 2007, a year before the start of LAT 
• Core sample  of 1158 northern (δ > –20°) sources from 

the Candidate Gamma-ray Blazar Survey (CGRABS) 
• Added all 1LAC and 2LAC (and soon 3LAC) detections 
• Added TeV detections and other objects of interest 
• Now more than 1800 sources 
• Each observed ~ twice per week 

• ~ 4 mJy and 3% uncertainty 
• 15 GHz flux density and (soon) polarization

Tony Readhead, Tim Pearson,
Mark Hodges, Oliver King (Caltech OVRO) 

Talvikki Hovatta (Aalto University) 
Walter Max-Moerbeck (MPIfR Bonn) 
Rodrigo Reeves (Universidad de Concepción) 
Jennifer Richards (Purdue University)



Goals
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• Individual objects
• Understanding flare emission mechanisms in radio, 

gamma-ray, …  
• Support SED modeling 
• Supplement VLBI imaging 

• Statistical studies
• Occurrence and characteristics of flares in e.g. 

FSRQ, BL Lacs, HSP, LSP … 
• Relationship of radio and gamma-ray 
• Tie down location of gamma-ray emission? 

• Support external programs
• Data available on web or on request  

• http://www.astro.caltech.edu/ovroblazars/
• More than 70 published papers using OVRO data



Example 8-year light curves (2008–2016)
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Mrk 421 (J1104+3812) galaxy z=0.03
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Mrk 421 flares

7

The 2012 and 2013 flares of Mrk 421 3123

Figure 1. From top to bottom: light curves of Mrk 421 in γ rays from Fermi
LAT, radio 15 GHz from OVRO, 37 GHz from Metsähovi, and 95 GHz from
CARMA. The light curves span a time period from 2008 August to 2013
November, except for the CARMA light curve that starts in 2013 February.
The solid lines indicate the time range used to model the 2012 flare from 2012
May 13 (MJD 56060) to 2012 October 25 (MJD 56225). The dashed lines
indicate the time range for the 2013 flare from 2013 March 9 (MJD 56360)
to 2013 November 14 (MJD 56610). Because of the larger uncertainties in
the data, the 37 GHz light curve is not used in any subsequent modelling.

error in each flux measurement is ∼15 per cent. We used the instru-
ment response functions P7REP_SOURCE_V15, Galactic diffuse
emission model ‘gll_iem_v05.fits’ and isotropic background model
‘iso_source_v05.txt’.4 Source class photons (evclass=2) within 15◦

of Mrk 421 were selected, with a zenith angle cut of 100◦ and a
rocking angle cut of 52◦.

Once the bins were defined, the photon fluxes in the energy range
of 0.1–200 GeV were calculated using unbinned likelihood and
the tool GTLIKE with the Minuit optimizer. All sources within 15◦

of Mrk 421 were included in the source model with their spectral
parameters, except the flux, frozen to the values determined in
the second Fermi LAT catalogue (2FGL; Nolan et al. 2012). For
sources more than 10◦ from Mrk 421 we also froze the fluxes
to the 2FGL value. The 10 per cent systematic uncertainty below
100 MeV, decreasing linearly in Log(E) to 5 per cent in the range
between 316 MeV and 10 GeV and increasing linearly in Log(E)
up to 15 per cent at 1 TeV (Ackermann et al. 2012), is not included
in the error bars. For the purpose of the modelling presented in
Section 4, we also obtained the energy fluxes, with a power-law
spectral model where the index is frozen to the 2FGL catalogue
value of " = 1.77.

3 LI G H T C U RV E S

The radio, millimetre and γ -ray light curves are shown in Fig. 1.
They cover the time range since the beginning of the Fermi mis-
sion in 2008 August (MJD 54688) until the end of 2013 October
(MJD 56610). The light curves illustrate the unusual nature of the
2012 flare (flare 1) in both radio and γ rays, which lasted from
2012 May to 2012 October (MJD 56060–56225). This is a unique
event, especially in the radio band where such fast and prominent

4 http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html

flares have not been observed before in Mrk 421. The 2013 flare
(flare 2) from 2013 March to 2013 November (MJD 56350–56610),
although prominent, is much broader and of lower amplitude.

A full cross-correlation analysis between more than four years of
OVRO and LAT data was done by Max-Moerbeck et al. (2014b).
They used weekly binned γ -ray light curves and data from 2008 to
2012 November, including the rapid 2012 flare. They found a peak
in the discrete correlation function (DCF), with the γ rays leading
the radio by 40 ± 9 d. The significance of this correlation was be-
tween 96.16 and 99.99 per cent depending on the power spectral
density (PSD) model used for the light curves, with a best-fitting
value of 98.96 per cent. For details of the significance estimation,
see Max-Moerbeck et al. (2014a). We repeated the cross-correlation
analysis using the extended light curves considered here, and found
that the DCF shows a broad peak (∼ 30 d). In particular, the time
delay ranges from 40 to 70 d with γ rays leading, consistent with
the estimate from Max-Moerbeck et al. (2014b). The significance
of the peak was from 91.90 to 99.99 per cent, with a best-fitting
value of 97.36 per cent, depending on the PSD model. The differ-
ence compared to the exact value derived by Max-Moerbeck et al.
(2014b) is because they only considered the maximum of the DCF,
while the peak itself is broad.

Recently, Emmanoulopoulos, McHardy & Papadakis (2013) in-
troduced a method for simulating light curves, which also accounts
for their flux distribution. This is more appropriate in the γ -ray
light curves, as the light curves have a non-Gaussian photon flux
distribution. Using this method, the significance of the correlation
increases to 99.82 per cent, when using the best-fitting PSD. In the
rest of the paper, we will thus assume that the major flares in radio
and γ rays are physically connected.

The γ -ray flares in both 2012 and 2013 have significant sub-
structure, as already shown in Fig. 1 (top panel). If we also consider
the broadness of the DCF peak, it becomes unclear which γ -ray
spike of the overall flare is most plausibly associated with the radio
peaks. Therefore, we consider both alternatives in our modelling.

3.1 The flare of 2012

On 2012 July 16 (MJD 56124) the γ -ray flux reached the high-
est value since the start of the Fermi mission (D’Ammando &
Orienti 2012). The γ -ray flux increased by a factor of 3 from
(3.4 ± 0.6) × 10−7 ph cm−2 s−1 to (1.1 ± 0.2) × 10−6 ph cm−2 s−1

within seven days. The flare appears double peaked with the sec-
ond flare peaking on 2012 August 15 (MJD 56154) at a flux of
(9.5 ± 0.1) × 10−7 ph cm−2 s−1. The total duration of the flaring
event was about 60 d. The OVRO 15 GHz light curve exhibits a fast
rise which leads to an increase of the flux density by a factor of
about 2, i.e. from 0.6 to 1.1 Jy, in the period 2012 August 6 to 2012
September 21. This flux density is higher than any flux density mea-
sured at 15 GHz in the OVRO programme or during the preceding
30-plus years of monitoring with the University of Michigan Radio
Astronomy Observatory (Richards et al. 2013).

At the time of the first γ -ray peak there is a gap in the OVRO
15 GHz light curve. Thus, a double peaked radio flare cannot be
excluded a priori. However, a higher frequency radio light curve
observed at 37 GHz at Metsähovi Radio Observatory (third panel
from the top in Fig. 1) shows only a single flare during 2012. Given
the spectral proximity of the two radio bands and the similar features
in the two light curves, it is safe to assume that the OVRO sampling
does not miss a peak at the beginning of the event. Because of the
larger statistical uncertainties in the 37 GHz data, we do not include

MNRAS 448, 3121–3131 (2015)
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3124 T. Hovatta et al.

Figure 2. γ -ray flux (top) and 15 GHz flux density (middle) during the 2012
flare. The DCF between the two light curves is shown in the bottom panel.
A negative time delay means that γ rays are leading the radio. The (blue)
solid line shows the exponential fit that is used to estimate the variability
brightness temperature and Doppler factor. The residuals of the fit are on
average less than 20 mJy. The time range in the figure corresponds to the
solid lines in Fig. 1.

them in our subsequent analysis as they would not add additional
constraints on the modelling.

In order to obtain a better estimate of the time delay between the
γ -ray and 15 GHz light curves for this flare only, we use the DCF
method over the time period of the flare (Fig. 2, bottom panel). There
are two peaks in the DCF which simply correspond to the delays
between each of the spikes in the double-peaked γ -ray flare and
the single radio flare. The DCF peaks are both consistent with the
delay measurement we obtained for the full light curves. Although
the correlation is stronger for the ∼40 d lag, the amplitude of the
DCF peak at about −70 d is not low enough to justify exclusion of
a possible association of the radio flare with first γ -ray spike. Thus,
we will test both possibilities in Section 4.

We can estimate the Doppler boosting factor of the radio flare
by assuming that the rise time of the flare corresponds to the light
travel time across the emission region (Lähteenmäki & Valtaoja
1999; Hovatta et al. 2009). We fit an exponential function of the
form

S(t) = "S e(t−tmax)/trise (1)

to the light curve, where "S is the amplitude of the flare, tmax is the
peak location of the flare and trise is the rise time of the flare. The
decay time of the flare has been frozen to 1.3 times the rise time,
as in Lähteenmäki & Valtaoja (1999). The fitting is done using the
MultiNest Markov-Chain Monte Carlo (MCMC) algorithm (Feroz
& Hobson 2008; Feroz, Hobson & Bridges 2009; Feroz et al. 2013).
As shown in Fig. 2 middle panel, an exponential function fits the
15 GHz flare fairly well. From the fit we obtain the rise time of the
flare trise = 10.6 ± 0.5 d and amplitude "S = 0.52 ± 0.01 Jy, where
the uncertainties are estimated from the MCMC analysis.

Assuming an emission region with the geometry of a uniform
disc, we can estimate the lower limit of the variability brightness
temperature (Hovatta et al. 2009; Lähteenmäki, Valtaoja & Wiik
1999)

Tvar = 1.548 × 10−32 "Sd2
L

ν2t2
rise(1 + z)

, (2)

where dL is the luminosity distance to the object in m (here,
4.0 × 1024 m), z is the redshift, ν is the frequency in GHz, trise is in
days, and "S is in janskys. This gives us Tvar = (5.2 ± 0.5) × 1012 K.

The variability brightness temperature is related to the Doppler
factor, δ, as δ = (Tvar/Tb, int)1/3, where Tb, int is the intrinsic bright-
ness temperature (e.g. Lähteenmäki et al. 1999). As the variability
brightness temperature estimate is a lower limit, the Doppler fac-
tor estimates are also lower limits. The largest uncertainty in the
Doppler factor estimate comes from the uncertainty in the intrin-
sic brightness temperature and what method is used to estimate it.
Assuming equipartition between the particles and magnetic field,
Tb, int = 1011 K (Readhead 1994). This results in a Doppler factor
δ > 3.7. If we use a value of Tb, int = 5 × 1010 K, as determined by
Lähteenmäki et al. (1999), the Doppler factor is δ > 4.7.

We can further constrain the intrinsic brightness temperature by
comparing the variability brightness temperature with the bright-
ness temperature obtained via simultaneous Very Long Baseline
Array (VLBA) observations (Lähteenmäki et al. 1999; Hovatta et al.
2013b). In order to study the parsec-scale jet structure after the 2012
flare we conducted five epochs of target-of-opportunity VLBA ob-
servations of Mrk 421 at several frequency bands (Richards et al.,
in preparation). The first one of these was taken on 2012 October
12 when the radio flare was already decaying. The brightness tem-
perature estimate from the 15 GHz data is TVLBI = 5.2 × 1010 K
(for a uniform disc), which depends on the Doppler factor as
δ = TVLBI/Tb, int. We can then solve for the intrinsic brightness

temperature by calculating Tb,int =
√

T 3
VLBI/Tvar = 5.2 × 109 K. If

we use this value for the intrinsic brightness temperature and the
variability brightness temperature, we obtain δ > 10. Thus, we
conclude that the lower limit of the Doppler factor is δ ∼ 3–10.

We note that the intrinsic brightness temperature obtained using
the VLBA data is about 10–20 times below the equipartition limit.
We think the peak brightness temperature is likely higher than our
estimate because by the time of the first VLBA epoch, the single-
dish flux density had already declined by 30 per cent from the peak.
Therefore it is likely that the true simultaneous brightness tem-
perature from the VLBA observations is at least 30 per cent higher,
because the core could have also been more compact, increasing the
brightness temperature even further. Because of the strong depen-
dence of Tb, int on TVLBI, any uncertainties in the VLBA parameters
are magnified in the estimate of Tb, int. A slightly higher TVLBI would
also agree with estimates from Lico et al. (2012), who found the
core brightness temperature of Mrk 421 to be of the order of few
times 1011 K, in agreement with equipartition arguments.

3.2 The flare of 2013

In 2013 April, Mrk 421 was again flaring in the X-ray to TeV bands
(Baloković et al. 2013b; Paneque et al. 2013), reaching the highest
levels ever observed at TeV energies (Cortina & Holder 2013).
Triggered by this activity, we began monitoring the source more
frequently at CARMA.

The appearance of this flare was very different from the 2012
flare, in both the γ rays and radio. In γ rays the activity began

MNRAS 448, 3121–3131 (2015)

 at C
alifornia Institute of Technology on N

ovem
ber 6, 2015

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 In 2012 July, Mrk 421 exhibited the largest γ -ray flare 

observed by Fermi since the beginning of its mission. About 
40–70 d later, the largest ever 15 GHz flare was observed. 
The flare rise time determined from an exponential fit was 
just 10.6 ± 0.5 d, which is extreme compared to previous 
radio flares observed in the source. 

Hovatta+ 2015 MNRAS 448 3121
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• For statistical studies, we need
• Large, well-defined samples 
• Robust statistical methods 

• Richards et al. (2011, 2014)
• ML estimate of “intrinsic modulation indices” 

• a measure of the true amplitude of variations in the 
source, rather than a convolution of true variability, 
observational uncertainties, and effects of finite 
sampling. 

• gamma-ray detected blazars (LAT) vary more than 
gamma-ray quiet blazars

• BL Lacs have higher variability than FSRQs in radio-
selected samples

• but not in gamma-ray selected samples

The Astrophysical Journal Supplement Series, 194:29 (22pp), 2011 June Richards et al.

Table 5
15 GHz Flux Densities

Source MJD Flux Density (Jy)

J0001−1551 54471.051377 0.244 ± 0.008
J0001−1551 54474.042836 0.232 ± 0.007
J0001−1551 54478.032303 0.221 ± 0.009
J0001−1551 54480.026840 0.238 ± 0.011
J0001−1551 54484.015903 0.229 ± 0.008

(This table is available in its entirety in a machine-readable form in
the online journal. A portion is shown here for guidance regarding
its form and content.)

Each of these tools provides different insights to the variability
properties of sources and is sensitive to different uncertainties,
biases, and systematic errors. For example, the variability index,
defined as the peak-to-trough amplitude change of the flux, is a
measure of the amplitude of the variability of a source

V = (Smax − σmax) − (Smin + σmin)
(Smax − σmax) + (Smin + σmin)

, (13)

where Smax and Smin are the highest and lowest measured flux
densities, respectively, and σmax and σmin are the uncertainties in
these measurements. Although the definition is constructed to
account for the effect of measurement uncertainties, the quantity
is well defined only when variability is significantly greater than
measurement errors, and it can yield negative values for sources
with low signal-to-noise ratios or little intrinsic variability. In
addition, it is very sensitive to outliers and is not robust against
random Gaussian excursions from the mean. Such excursions
are to be expected for sources that are regularly monitored over
long periods of time: even non-variable sources are likely to
have at least one pair of 2σ high and low measurements after
being observed more than 100 times, as is the case for most
sources in our sample.

An associated measure of variability amplitude is the modu-
lation index, defined as the standard deviation of the flux density
measurements in units of the mean measured flux density,

mdata =

√
1
N

∑N
i=1

(
Si − 1

N

∑N
i=1 Si

)2

1
N

∑N
i=1 Si

. (14)

The modulation index has the advantage that it is always
non-negative and more robust against outliers. However, it
still represents a convolution of intrinsic source variation and
observational uncertainties: a large modulation index could be
indicative of either a strongly variable source or a faint source
with high uncertainties in individual flux density measurements.
For this reason, the correct interpretation of results on the
modulation index requires that measurement errors and the
uncertainty in m due to the finite number of flux density
measurements be properly accounted for.

One method that has been widely used to evaluate the
information encoded in variability measures is to evaluate each
measure for a set of constant-flux-density calibrators, which
are known to have a flux density constant in time and have
been observed with the same instrument over the same periods
of time. The value of the variability measure obtained for
the calibrators is then used as a threshold value, so that any
source with variability measure equal to or lower than that
of the calibrators is considered consistent with being non-
variable. However, a variability measure value higher than that

of the calibrators is a necessary but not sufficient condition for
establishing variability: calibrators are generally bright sources,
with relative flux density measurement uncertainties typically
lower than the majority of monitored sources; additionally,
variability measures are affected by the sampling frequency,
which is not necessarily the same for all monitored sources and
the calibrators.

Alternatively, the significance of variability in a given source
can be established through tests (such as a χ2 test) evaluating
the consistency of the obtained set of measurements with the
hypothesis that the source was constant over the observation
interval. However, such tests provide very little information
on sources for which statistically significant variability cannot
be established, as they cannot distinguish between intrinsically
non-variable sources and sources that could be intrinsically
variable but inadequately observed for their variability to be
revealed.

Here, we propose a new index for characterizing source
variability: the intrinsic modulation index m, which is the
intrinsic standard deviation of the distribution of source flux
densities in time, σ0, measured in units of the intrinsic source
mean flux density, S0. Here, the term “intrinsic” is used to denote
flux densities and variations as would be observed with perfectly
uniform sampling of adequate cadence and zero observational
error:

m = σ0

S0
. (15)

In this way, m is a measure of the true amplitude of variations
in the source, rather than a convolution of true variability, ob-
servational uncertainties, and effects of finite sampling. Obser-
vational uncertainties and finite sampling will, of course, affect
the accuracy with which m can be measured. The purpose of the
analysis described in this section is to derive a best estimate of
m, as well as an estimate of the uncertainty in our measurement
of this quantity. For sources with m within 3σ from zero, the 3σ
upper limit on m will be evaluated.

6.3.1. A Likelihood Analysis to Obtain the Intrinsic Modulation Index

For the purposes of our analysis, we will assume that the
“true” flux densities for each AGN are normally distributed,
with mean S0, standard deviation σ0, and intrinsic modulation
index m = σ0/S0. We have N measurements of the flux density,
Sj, each of which has an associated observational uncertainty,
also assumed Gaussian, σj .

Let us assume that at a moment of observation, a source has a
“true” flux density St. The probability density to observe a value
near Sj if the observational uncertainty is σj is

p(St , Sj , σj ) = 1

σj

√
2π

exp

[

− (St − Sj )2

2σ 2
j

]

. (16)

In addition, the probability density that the true source flux
density at one of the moments of observation is near St if the
source flux densities are distributed normally with mean S0 and
standard deviation σ0 is

p(St , S0, σ0) = 1

σ0
√

2π
exp

[
− (St − S0)2

2σ 2
0

]
. (17)
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Table 5. Population variability comparison results.

Parent pop. Subpop. A Subpop. B !m0 Signif.

CGRaBS Gamma-ray loud Gamma-ray quiet 0.075+0.013
−0.012 6σ

CGRaBS BL Lac FSRQ 0.050+0.017
−0.015 4σ

1LAC BL Lac FSRQ −0.031 ± 0.020 <2σ

BL Lac CGRaBS 1LAC 0.013 ± 0.021 <1σ

FSRQ CGRaBS 1LAC −0.068+0.014
−0.015 6σ

1LAC HSP ISP −0.136+0.027
−0.032 5σ

1LAC HSP LSP −0.139 ± 0.017 5σ

1LAC ISP LSP −0.002+0.033
−0.029 <1σ

1LAC HSP BL Lac ISP BL Lac −0.139+0.028
−0.034 4σ

1LAC HSP BL Lac LSP BL Lac −0.116+0.029
−0.037 4σ

1LAC ISP BL Lac LSP BL Lac 0.022+0.044
−0.045 <1σ

CGRaBS FSRQ (z ≥ 1) FSRQ (z < 1) −0.018 ± 0.009 <2σ

The !m0 column tabulates the most-likely value of m0, A − m0, B. A source is
included in the gamma-ray-loud subpopulation if it has a clean association in the
2LAC catalogue (Ackermann et al. 2011b).

Figure 6. Top: likelihood distributions for m0 for CGRaBS sources that
are gamma-ray loud (solid line) and gamma-ray quiet (dashed line). The
most-likely value of the mean modulation index for each distribution and
for the difference between the two are listed in Tables 3 and 5. A source
is considered gamma-ray loud if it is has a clean association in the Fermi
2LAC catalogue (Ackermann et al. 2011b). Bottom: likelihood distribution
of the difference between the mean modulation indices. This distribution is
inconsistent with a zero mean with about 6σ significance.

subpopulations (most-likely difference 0.031 ± 0.020, correspond-
ing to <2σ significance). Although the difference is not statistically
significant, we note that the mean modulation index for BL Lacs is
formally lower than that for FSRQs, while for the CGRaBS sample
we find the variability among FSRQs to be significantly higher.

As a further test, we compare the variability amplitudes of the
CGRaBS and 1LAC samples in Fig. 9 (for BL Lacs) and Fig. 10
(for FSRQs). Note that the individual likelihood distributions shown
in Figs 9 and 10 are the same as those in Figs 7 and 8, but are
plotted in different pairs. We find no evidence that the BL Lacs
in the 1LAC and CGRaBS samples differ in variability amplitude,
with a most-likely difference of 0.013 ± 0.021. In contrast, 1LAC

Figure 7. Likelihood distributions for m0 for CGRaBS BL Lacs (solid line)
and FSRQs (dashed line). The most-likely values for the mean modulation
index for each distribution and for the difference between the two are listed
in Tables 3 and 5. The two distributions are not consistent with having the
same mean modulation index with about 4σ significance.

FSRQs are more variable than the CGRaBS FSRQs with a most-
likely difference of 0.068+0.015

−0.014, a difference significant at the 6σ

level. Thus, the difference in radio variability between gamma-
ray-loud and gamma-ray-quiet CGRaBS blazars reflects a large
variability difference between FSRQs in the mostly radio-selected
CGRaBS sample and the gamma-ray-selected sample. BL Lacs in
either sample exhibit similar radio variability.

4.3 Spectral classification

Comparing the HSP, ISP and LSP populations in the 1LAC sample,
we find that the HSP population is less variable than either of the

MNRAS 438, 3058–3069 (2014)
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3066 J. L. Richards et al.

Figure 12. Likelihood distributions for m0 for 1LAC BL Lac sources clas-
sified as HSP, (solid line), ISP (dashed line) and LSP (dot–dashed line). The
most-likely values for the mean modulation index for each distribution and
for the differences between the pairs are listed in Tables 4 and 5. The ISP
and LSP distributions are consistent with having the same mean modulation
index at the 1σ level. The HSP distribution is not consistent with either of
the others with about 4σ significance.

After excluding the FSRQs, we find essentially the same result
as before. The values for the three bins change by less than 1σ ,
although because the FSRQs are predominantly LSP, the uncertainty
for the LSP bin increases substantially due to the reduced number
of sources. The HSP population, which is entirely BL Lacs, is less
variable than either the ISP or LSP populations at the 4σ level. The
ISP and LSP BL Lac populations differ by less than 1σ .

From our 1LAC sample, we measured intrinsic modulation in-
dices for 258 sources that also have νpk values in the 2LAC catalogue
(Ackermann et al. 2011b). These are plotted in Fig. 3. BL Lacs and
FSRQs clearly occupy different regions of this plot, with FSRQs
confined to the left edge but reaching high levels of variability,
while BL Lacs are plentiful across the full range of νpk values
with only low intrinsic modulation indices at high-νpk values. We
note that the sources with the three highest intrinsic modulation in-
dices, J0238+1636, J0654+4514 and J0050−0929, are all highly
compact radio sources on parsec scales, which likely indicates that
these sources are viewed very nearly along their jet axes (Lister
et al. 2009a, 2011, 2013).

4.4 Redshift trend

Based on the two-year results, we found evidence that the intrinsic
modulation indices for CGRaBS FSRQs in our sample decreased
with increasing redshift (Richards et al. 2011). In Fig. 13, we
plot with black circles the mean four-year intrinsic modulation in-
dices among bright (S0 > 400 mJy) CGRaBS FSRQs as a function
of redshift. Although the trend suggested by the two-year data,
shown here with grey diamonds, remains visible, the scatter of the
data within each bin has increased, particularly at higher redshifts.
Nonetheless, the correlation is significant (Kendall’s τ = −0.15

Figure 13. Mean modulation indices for bright (S0 > 400 mJy) CGRaBS
FSRQs in redshift bins with $z = 0.5. Horizontal error bars indicate bin
widths, vertical error bars indicate the statistical uncertainty in the plotted
means. Black circles indicate data points computed from the four-year data
set, grey diamonds from the two-year data set. The vertical dashed line
indicates z = 1.

with p < 5 × 10−5). This is not due, e.g., to mutual correlation with
flux density. We do find a significant correlation between redshift
and S0 (τ = −0.15, p < 5 × 10−3) but no correlation between S0

and intrinsic modulation index (τ = 0.04, p < 0.48). In Fig. 14, we
plot the likelihood distributions for CGRaBS FSRQs at high (z ≥
1) and low (z < 1) redshift, including those fainter than 400 mJy.
Although we continue to find a larger most-likely value of m0 for
FSRQs at lower redshift (most-likely difference 0.018 ± 0.009), the
significance of the separation is less than 2σ and has fallen slightly
compared to the two-year result.

As discussed in Richards et al. (2011), there are several competing
effects that will contribute to such a trend. Due to cosmological
time dilation, equal-length observations will correspond to different
source-frame time intervals according to $tsource = (1 + z)−1$tobs.
Because, as we showed in Section 3.1, the intrinsic modulation index
increases with the observation length, this will tend to decrease
m with increasing redshift. This effect explains at least part of
our observed redshift trend. Richards (2012) used a subset of the
OVRO data set to investigate this effect by comparing the variability
in equal rest-frame time periods. Accounting for this reduced the
most-likely difference between the z ≥ 1 and z < 1 samples slightly,
although the change was within the uncertainty.

At higher redshifts, the 15 GHz observed frequency corresponds
to a higher rest-frame emission frequency. Although blazar vari-
ability indices do not differ significantly between 8 and 90 GHz, the
source-frame characteristic time between blazar flares at 15 GHz is
somewhat longer than at 37 GHz (Hovatta et al. 2007, 2008). Thus,
lower redshift blazars will likely have undergone fewer flares in a
given source-frame time period. This will tend to reduce the ob-
served intrinsic modulation index, particularly before the source’s
range of behaviour has been completely measured. The overall
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Cross-correlations
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• Max-Moerbeck et al. (2014a,b)
• A method of estimating significance in correlations 

between radio and gamma-ray light curves
• Difficult because the underlying statistics are unknown 

and not stationary
• Monte-Carlo method based on assuming Gaussian 

processes with power-law PSD (power spectral 
density)

• Estimate the PSD slope from the time-series, either
• individual sources or ensembles
• “Red” PSDs with a lot of power at low frequencies 

(month-to-year variations) can show apparent 
correlations that are not significant

• Only 3 out of 41 sources with good data show even 2.5σ 
significant correlations

• Radio lags gamma-ray



AO 0235: 150 day delay
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430 W. Max-Moerbeck et al.

Figure 1. Light curves (left) and cross-correlation (right) for sources with significant cross-correlation. Contours indicate the cross-correlations significances
(red dotted line: 1σ ; orange dash–dotted line: 2σ ; green dashed line: 3σ ). The most significant peak for AO 0235+164 is at −150 ± 8 d with 99.99 per cent
significance, for PKS 1502+106 it is at −40 ± 13 d with 98.09 per cent significance for the best-fitting PSD model and 97.54 per cent for the lower limit, and
for B2 2308+34 it is at −120 ± 14 d with 99.99 per cent significance for the best-fitting PSD model and 99.33 per cent for the lower limit. The significance
lower limit for PKS 1502+106 is above the 97.56 per cent threshold within the error (see Table 1).
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Stacked cross-correlations
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Figure 1: Radio (top left) and γ-ray (bottom left) light curves of AO 0235+164 and the cross-correlation of the two
(right). The green dashed line in the right panel shows the 3σ significance level (Max-Moerbeck et al., 2014a).

Figure 2: The stacked cross-correlation coefficients for 41 blazars after correcting to the cosmological reference frame.
These results show very clearly that the radio variations lag behind the γ-ray variations – as shown by the green vs. the
orange areas, and that the lag at 15 GHz is ∼ 30–100 days. For a typical Lorentz factor of 10 this implies a delay in the
object rest frame of ∼ 300–1000 days.

In Max-Moerbeck et al. (2014a), we selected all 86 AGN north of declination −20◦ from the second
Fermi catalog (Nolan et al., 2012) that had been detected in more than 75% of the monthly bins to cross-
correlate with the OVRO light curves. We applied a discrete correlation function to 41 of these sources (23
were excluded as being non-variable in either radio or γ rays and 22 for lack of distinct flares) using three
years of Fermi data and 4 years of OVRO data. The significance of the correlation was estimated by Monte
Carlo simulations by first estimating the power spectral density of the light curves and generating artificial
light curves with the same properties as the observed light curves (Max-Moerbeck Astudillo, 2013). Only
one source, AO 0235+164, shows a correlation above the 3σ limit and two others at > 2.25σ (Fig. 1). A
fourth correlation above the 2σ limit is found if the time period is extended to four years to include the γ-ray
and radio flare in the source Mrk 421.

In order to explore this further we have calculated the stacked cross-correlation function for all the
sources in the sample after correcting to the cosmological rest frame of the object (Fig. 2). Note that the
negative lag area (in green) is much larger than the positive lag area (orange), showing clearly that the radio
flares lag behind the γ-ray flares. It is very clear from Figs. 1 and 2 that the radio flares last for ∼100–200
days and that they lag behind the γ-ray flares by ∼30–100 days.

Our group has also been collaborating with the F-GAMMA team in monitoring a sample of ∼60 Fermi-

4

Stacked cross-correlation coefficients for 41 
blazars after correcting to the cosmological 
reference frame.  
• The radio variations lag behind the γ-ray 

variations (green vs. orange). 
• Lag at 15 GHz is ∼ 30–100 days.  
• For Lorentz factor of 10 this implies a delay 

in the object rest frame of ∼ 300–1000 days.  

Correlated radio/γ -ray blazar variability 1905

Table 3. Single sources showing the most significant 3 mm/γ -ray
correlations. Source type, estimated time lag τ3 mm,γ (source frame),
DCCF peak and #r3 mm,γ are given (see the text). Positive lag de-
notes γ -ray leading radio. For J0050−0929 no βapp was available
to estimate θ and #r3 mm,γ . An estimate for J0238+1636 has been
omitted (see the text).

Source Type Lag DCCFmax #r3 mm/γ

(d) (pc)

J0050−0929 BL Lac 48 ± 26 0.88 ± 0.09 –
J0237+2848 FSRQ 40 ± 10 0.90 ± 0.13 3.6
J0238+1636 BL Lac − 4 ± 10 1.00 ± 0.17 –
J0530+1331 FSRQ 10 ± 8 0.82 ± 0.06 0.3
J1504+1029 FSRQ 14 ± 11 0.96 ± 0.05 2.1
J1733−1304 FSRQ 29 ± 26 0.85 ± 0.13 15.9
J2147+0929 FSRQ 15 ± 15 0.82 ± 0.09 0.2
J2202+4216 BL Lac 93 ± 16 0.82 ± 0.10 4.7
J2253+1608 FSRQ 8 ± 12 0.73 ± 0.06 0.9

(SMA) and Fermi γ -ray light curves of J2253+1608 (3C 454.3)
up to 2011 October (i.e. comparable to our time range). As seen in
Fig. 2 and Table 3, our analysis confirms this result. The estimated
time lags are in good agreement given the lag uncertainties and the
shorter observing wavelength of the SMA data. Agudo et al. (2011b)
found significant correlations between γ rays and cm/mm bands for
the prominent flaring activity of J0238+1636 (AO 0235+164) dur-
ing the early phase of the Fermi mission (2008 August). The 1.3 mm/
γ -ray DCCF of these authors is broad with peaks at lags ∼0 and
∼50 d (γ -ray leading). We stress that due to the 28-d binning in-
terval our γ -ray light curve does not resolve the rising part of this
flare which adds an additional systematic uncertainty. Consequently,
given the differences in time range, sampling and time binning with
respect to our analysis it is difficult to make a quantitative compari-
son of these results. We do note, however, that there is a qualitative
agreement between the lag estimates of these studies.

As seen in Table 3, we do not find sources exhibiting a significant
negative time lag, i.e. no significant case of 3 mm leading the γ rays
is found. As is demonstrated by our stacking analysis, the low de-
tection rate of significant single-source correlations does not imply
the non-existence of correlations in the majority of single sources.
While several cases like J0222+4302 in Fig. 2 are present, the low
detection rate is primarily induced by the limited time span of 3.5 yr,
i.e. the so far limited statistics and small number of available events
for single sources. Here, longer data trains will significantly improve
the situation. A detailed single-source analysis using 5 yr data sets is
in progress (Fuhrmann et al., in preparation). Furthermore, Table 3
shows that the current analysis reveals significant single-source cor-
relations for both FSRQs and BL Lacs in the sample. This motivates
future studies of stacked correlations separated by source type to
search for possible differences in correlation behaviour (correlation
strength, time lags etc.; Larsson et al., in preparation).

4.3 Stacked DCCF as a function of wavelength

Having established the presence of a highly significant 3 mm/γ -ray
correlation in the stacked analysis we now repeat the analysis for
each of the radio bands.

In Fig. 4 the average DCCFs for all radio/γ -ray combinations are
presented. The first thing to be noticed is an increase in DCCF width
towards longer cm bands. In particular, an asymmetric DCCF shape
is seen with a wing extending to larger radio lags and becoming
more pronounced towards 110 mm wavelength, consistent with the

Figure 4. Stacked radio/γ -ray DCCFs (source frame) across all radio
bands. From top to bottom are shown: γ -ray versus 110, 60, 36, 28, 20,
13, 9, 7, 3, 2 and 0.8 mm wavelength. For better illustration, the 2 mm/γ -ray
DCCF has been displaced along the y-axis by 0.35 and the longer radio
wavelength ones each by an additional shift of 0.15. Since time values are
redshift corrected, fewer data points contribute to the stacked DCCF at large
lags which increases the sensitivity to chance correlations (such as the peaks
at lags −450 and +450 d).

successively longer variability time-scales and more extended flare
shapes seen at longer cm bands. Furthermore, the correlation peak
is close to time lag zero for the shortest wavelengths and shifts
towards larger, positive (γ -ray leading) time lags with increasing
radio wavelength. Finally, the correlation peak maxima increase
towards the sub-mm band from DCCFmax = 0.23 ± 0.05 at 110 mm
to DCCFmax = 0.61 ± 0.05 at 0.8 mm.

The estimated (source frame) time lags with uncertainties are
shown in Fig. 5 as a function of radio frequency. The average
time lag increases smoothly from 7 ± 9 d at 142 GHz (2 mm) to
76 ± 23 d at 2.6 GHz (110 mm). The errors given in Fig. 5 are
total errors. Since the variability at different radio bands is usually
correlated and the observing times were approximately the same
in most cases, it follows that the errors in our lag estimates for the
different bands are also correlated. Consequently, the lag uncertainty
for one band relative to the other bands is smaller than implied by
the error bars. This holds for all radio bands with the exception
of the sub-mm APEX observations at 0.8 mm that were performed
not simultaneous to the cm/mm bands and also include a slightly
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Interpretation of time delays
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434 W. Max-Moerbeck et al.

Figure 2. Light curves (left) and cross-correlation (right) for Mrk 421. The most significant peak is at −40 ± 9 d with 98.96 per cent significance. Colours
and line styles as in Fig. 1.

Figure 3. Model for the interpretation of time lags. The central engine launches a jet in which disturbances propagate at speed βc. A moving disturbance
(shaded area) is depicted at two times: tγ at which gamma-ray emission peaks and tR for the peak of radio emission when crossing the radio core.

where # is the bulk Lorentz factor, D is the Doppler factor, $t
is the time lag, and z is the redshift (Pushkarev et al. 2010). The
apparent jet speed, βapp, is determined from VLBI monitoring and
the Doppler factor is estimated from the radio variability time-scale
(Hovatta et al. 2009). Doppler factors from this method have a
typical 27 per cent scatter for individual flares in a given source,
which we adopt as the uncertainty in D. From D and βapp, we obtain
# and the jet viewing angle θ (e.g. Hovatta et al. 2009). βapp and D
are not measured simultaneously with our observations; we assume
them constant in our calculations.

We estimate dγ = dcore − d, where dcore is determined from VLBI
measurements of the angular diameter of the radio core, θ core. This,
plus the intrinsic opening angle, αint, and redshift, gives

dcore ∼ (θcore/2)dA

tan(αint/2)
, (2)

where dA is the angular diameter distance, obtained assuming a
' cold dark matter cosmology with H0 = 70 km s−1 Mpc−1,
(m = 0.27, and (' = 0.73 (Komatsu et al. 2011). Equation (2)
is only valid for a conical jet with vertex at the central engine. How-
ever, there is observational evidence for collimation in the M87
jet, which we use as a prototype for the collimation properties of
other sources where no such information is available. Asada &
Nakamura (2012) model the jet profile as zjet ∝ ra, where r is the
radius of the jet cross-section at distance zjet from the central engine,

and found a = 1.73 ± 0.05 for zjet ! 2.5 × 105 rs, where rs is the
Schwarzschild radius, and a = 0.96 ± 0.1 at distances outside the
collimation zone. Assuming that the radio core is in the collimation
zone and setting r and dr/dzjet equal for both models

dcore(coll) = 1
a

dcore(cone). (3)

This model reduces our estimate of dcore by a factor of 1.73. We
thus obtain lower and upper limits on dcore using these alternatives.

Detailed distance estimates are provided below for
AO 0235+164, the highest significance case, and Mrk 421
which has the sharpest cross-correlation peak. For PKS 1502+106,
only the final result is given as a reference, and for B2 2308+34,
there are no published VLBI results which makes it impossible to
provide a constraint. A summary of the results for AO 0235+164
is given in Table 2.

6.1 Estimation of d

For AO 0235+164, we have D = 24 (Hovatta et al. 2009) but no βapp

since its jet is unresolved in 15 GHz VLBI (Lister et al. 2009). We
assume that the source is seen at the critical angle, θ cr = θ = 2.◦4. We
obtain d = 37.3 ± 22.8 pc for τ = −150 ± 8 d, the most significant
time lag, and d = 7.5 ± 5.3 pc for the peak at τ = −30 ± 9 d.
For comparison, if we use θ = θ cr/2, we obtain d = 20 ± 15 pc

MNRAS 445, 428–436 (2014)

 at C
alifornia Institute of Technology on January 1, 2015

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

Max-Moerbeck (2014) 
Cross-correlation delay is a measure of d 
VLBI modeling can give estimates of dcore 
Hence infer dγ 
AO 0235: d = 37±23 pc, dγ > 15 pc



Quasi-periodic oscillations
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FSRQ J1359+4011 shows a strong and 
persistent quasi-periodic oscillation. 
The time-scale of the oscillation varies 
between 120 and 150 d over a ~4 year 
time span. This is not a gamma-ray 
source.  King et al. 2013 MNRAS 436 
L114.

BL Lac object PG 1553+113 has a 2.18 
± 0.08 year-period gamma-ray cycle 
with correlated oscillations observed in 
radio and optical fluxes. Is the periodic 
modulation real and coherent, as would 
be expected for a binary black hole, or 
is it a QPO like J1359, which might be 
due to instabilities in the jet or accretion 
flow.
 2015ApJ...813L..41A

Multifrequency lightcurves of PG 1553+113 at 
gamma-ray, x-ray, optical and radio bands. 
Bottom panel: 15 GHz flux density from OVRO 
40m (black filled circle points) and parsec-
scale 15 GHz flux density by VLBA.
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lenses move parallel to the Galactic plane, which corresponds to
the direction from north-east to south-west on the images in the
equatorial coordinates. This is consistent with the changes in the
induced patterns between the epochs of May and July 2009, im-
plying that the observed proper motion of the screen is prograde
with regard to the galactic center. However, emission with a high
signal-to-noise ratio was detected due east of the core at one full-
track pre-MOJAVE epoch with high sensitivity, September 15,
2005, presumably suggesting that a lens drifted over the source
along the tangent line. The remaining epochs, with the possible
exception of November 26, 2008, are characterized by angular
broadening of the VLBI core region. Interestingly, the secondary
images that are also detected in linear polarization, e.g., on May
28, 2009, December 23, 2010, and May 21, 2011, show EVPAs
aligned with those in the primary image.

3.5. Additional evidence from 8 GHz VLBA observations

The quasar 2023+ 335 was also observed with the VLBA
at 8.4 GHz on five occasions from November 2008 to November
2009 as a phase-reference calibrator in a framework of the black
hole X-ray binary V404 Cyg project (Miller-Jones et al. 2009).
We reduced these archival VLBA data and found structural be-
havior very similar to our 15.4 GHz results. The source was least
affected by the ISM in November 2008, but revealed multiply-
imaged structure stretched out along the constant galactic lat-
itude line at other epochs, including the 3 July 2009 epoch
(Fig. 4), which was only 20 days prior to our 15.4 GHz MOJAVE
epoch. The 8.4 GHz peaks of the induced structure are sepa-
rated by ∼3.0 mas, while at 15.4 GHz the separation is ∼0.8 mas
on 23 July 2009 (∼1.0 mas on 28 May 2009). The separation thus
scales as λ2.2 (λ1.75 28 May 2009), which we consider to be con-
vincing proof of a plasma scattering origin for the multiple imag-
ing event (Rickett & Coles 1988), because the refraction angle in
plasma scattering is expected to follow a λ2 dependence (Clegg
et al. 1998), while for the intrinsic scenario the studied param-
eter of the angular separation is frequency-independent since
the synchrotron jet emission is optically thin (e.g., Pushkarev
& Kovalev 2012).

3.6. Summary of observational evidence in support
of refractive scattering

To summarize, we have found several pieces of observational ev-
idence which suggest that the multiple imaging event witnessed
in 2009 in 2023+335 was caused by refraction in the interstellar
medium:

– the 8 and 15 GHz parsec-scale jet structure shows strongly
induced patterns at two epochs, with weaker manifestations
of the effect seen at several other epochs;

– the strongly induced patterns are coincident with an ESE
event in the radio light curve, as predicted by models;

– the source is located in the Galactic plane behind the Cygnus
loop, which provides a high probability of a propagation ef-
fect through an intervening turbulent screen;

– the angular separation between the peaks of the induced
structure shows a λ2-dependence, which is convincing proof
of a plasma scattering origin of the induced sub-images. This
argument also rules out a scenario in which the observed
structural changes between epoch of Nov. 2008 and May
2009 are intrinsic to the source.

Fig. 5. Bottom: 15 GHz OVRO light curve in the quasar 2023+335 dur-
ing an extreme scattering event. The solid line shows the stochastic
broadening model light curve for the ESE. A two-component model was
used: a lensed component of flux density 1.87 Jy, and an un-lensed com-
ponent of flux density 1.80 Jy. The star symbol represents the MOJAVE
epoch that revealed multi-component structure induced by refraction
(see Fig. 3). This epoch of VLBA observations serendipitously coin-
cided with the local sharp spike, possibly ascribed to the outer caus-
tic that is associated with the passage of the lens edge over the back-
ground source. Top: a toy model of the scattering screen during the
ESE. The unfilled circle represents the 15.4 GHz VLBA core of the
background quasar. The hatched circle represents the lens that passes
over the source. The cross-hatched circle represents another electron
density enhancement of the screen.

4. Derived properties of the screen

We can draw some basic conclusions from a simple analysis of
the shape of the ESE light curve (Fig. 5). The rounded minimum
of the ESE suggests that the lens is comparable to or smaller in
size than the part of the source which it occults; otherwise, a flat-
bottomed minimum is expected. Also, the ESE caused a ∼30%
decrease in the source’s total flux density at 15 GHz. This in-
dicates that the lensed part of the source contains a significant
fraction of the total flux density. The most likely candidates for
such a region are the VLBI core and/or, if present and bright, the
innermost VLBI jet component, because (i) the source is highly
core dominated on milliarcsecond scales and (ii) the total VLBA
flux density agrees well with the single-dish flux density of the
source, indicating that virtually all the 15 GHz emission origi-
nates from milliarcsecond scales. Finally, the sharp spike at the
epoch of ∼2009.4 is likely attributable to an outer caustic that
is associated with the passage of the lens edge over the back-
ground source. The presence of this caustic suggests that the re-
fractive scattering is strong, and multiple images are expected
to be formed (Fig. 3). The other outer caustic at the epoch of
∼2009.1 is present but less pronounced, indicating a difference
in the free-electron density profile across the scattering screen.

4.1. Stochastic broadening

To derive the quantitative parameters of the plasma lens, we used
a statistical model for flux redistribution developed by Fiedler
et al. (1994) and based on stochastic broadening regardless of
its nature, refractive or diffractive. In this model, the flux den-
sity of a distant background source at a time t during an ESE is

A80, page 8 of 13

Pushkarev A&A 555, A80 (2013) 
detected multiple imaging in a VLBA 
observation, and modeled the light 
curve with a plasma lensing event.  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• Understanding flaring and light curves needs comparison 
with GRMHD simulations

• Simulations need to be carried through radiative transfer 
to simulated light curves 

• Need ensembles of simulations to see how physical 
parameters can be constrained from the light curves

• Multiwavelength light curves are needed
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• Polarization! at 15 GHz
• New digital receiver is working 
• Checking polarization calibration… 

• Starburst single baseline interferometer
• Gregg Hallinan: stellar flares 
• New instrument on the old 90ft (27m antennas) 
• Continuous 2-18 GHz, spectropolarimeter 
• but antennas are almost as old as Alan Marscher 

• 3mm and 1mm polarization monitoring?
• Using old CARMA 10m dishes, relocated to OVRO 
• Extension of the MARMOT program on CARMA (Talvikki Hovatta) 

http://www.astro.caltech.edu/marmot/ 
• Unfunded
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OVRO 40m Telescope

Monitoring of Fermi Blazars

In 2007, the 40 M Telescope at the Owens Valley Radio Observatory (OVRO) embarked on a new research campaign.
In support of the Fermi Gamma-ray Space Telescope, launched in 2008, the OVRO 40 M Telescope is monitoring
more than 1800 blazars about twice per week.

Our paper, Blazars in the Fermi Era: The OVRO 40-Meter Telescope Monitoring Program, describes our observing
program in detail and presents results from 2008 and 2009. Extended analysis on the differencies of radio and
gamma-ray selected samples using data between 2008 and 2011 is presented in Connecting radio variability to the
characteristics of gamma-ray blazars. Other OVRO publications are listed on the OVRO 40m Papers page.

The 40 M measurements at 15 GHz are being compared to the Fermi gamma-ray measurements of the same
sources. By looking for correlations in the variability, we are gaining a new understanding of the emission mechanisms
at the hearts of Active Galactic Nuclei.

Reduced data for our core sample, the 1158 CGRaBS (Healey et al. 2008) north of -20° declination, are available to
the public. The data can be obtained here. Use the user name guest and a blank password for access.

List of all AGN monitored at OVRO can be found here. If you wish to obtain data for a source not listed on our data
page, please contact us via email.

The OVRO 40 M Telescope Fermi Blazar Monitoring Program is supported by NASA under awards NNX08AW31G
and NNX11A043G, and by the NSF under awards AST-0808050 and AST-1109911.

http://www.astro.caltech.edu/ovroblazars/


